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This Quick Start was createdby JFrog in collaboration with Trace3 and Amazon Web
Services (AWS).

Quick Starts are automated reference deploymentsthat use AWS CloudFormation
templates to deploy key technologies on AWS, following AWS best practices.

JFr ogds Aganh enferprise umiveysal repository manager, capable of hosting all of
your binaries in one place. This Quick Start provides aturnkey solution deploying
Artifactory Enterprise in a highly available (HA) configuration into AWS.

This Quick Start is for administrators who want the flexibility, scale, and availability of
AWS through products such as virtual private clouds (VPCs), Amazon Elastic Compute
Cloud (Amazon EC2), Amazon Elastic Kubernetes Service (Amazon EKS)Amazon Simple
Storage Service (Amazon S3), Elastic Load Balancing (ELB), and Amazon Relational
Database Service (Amazon RDS) to deploy Artifactory as their repository manager.

Amazon EC2 and Amazon EKS, along with Amazon S3and Amazon RDS, form the
foundation for the deployment. By using Amazon S3 andAmazon RDS as persistet storage
for artifacts and the configuration , respectively, Artifactory can be completely redeployed,
scaled up, or scaleddown, depending on your requirements. This configuration allows
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organizations to save on costs for multiple seconcary nodesand to pay only for storage
used.

This Quick Start configures an Amazon EKScluster comprising two partitions , each with its
own Amazon EC2 Auto Scaling group. One partition is labeled artifactory - primary . The
other is artifactory - secondary . The number of primary Kubernetes nodesis hardcoded to
one, with the Auto Scaling group configured to boot a node into another Availability Zone
upon a failure. The secondary instancescan scale up toeight Kubernetes nodesand can be
run in any of the three Availability Zones; however,there must be enough nodes available
to run the number of secondary pods. The deployment is configured and managed via
Helm. The bastion host is preconfigured with the Helm and Kubectl, which can be used to
check or manage the cluster.

A Network Load Balancer is configured to provide ingress to the VPC andto forward traffic
to the NGINX pod, which provides ingress and load balancing to the Artifactory pods within
the deployment.

Please know that we may share who uses AWS Quick Starts with the AW®artner Network
(APN) Partner that collaborated with AWS on the content of the Quick Start.

Arti farc t AWY

Once youdeploy J F r o g GastoryA yotl can use it as a production service.For more
information , seethe Getting started with Artifactory section, later in this guide.

Important: The depl oyment i s configured a®s fiinfra
to the infrastructure should be done by updating the CloudFormation stack. Any

changes performed on the boxes themselves (including reverseproxy

configurations) are lost when an instance reboots. By design, upon shutdown of an

instanced or when Artifactory is unavailable 8 an Auto Scaling group replaces the

node, following a load-balancing health check.

Cost i1acnedn sle s

You are responsible for the cost of the AWS sevices used while running this Quick Start
reference deployment. There is no additional cost for using the Quick Start.

The AWS CloudFormation template for this Quick Start includes configuration parameters
that you can customize. Some of these settings, sch as instance type, affect the cost of
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deployment. For cost estimates, ®e the pricing pages for each AWS service youse. Prices
are subject to change.

Tip : After you deploy the Quick Start, we recommend that you enable theAWS Cost
and Usage Reportto track costs assocated with the Quick Start. This report delivers
billing metrics to an S3 bucket in your account. It provides co st estimates basedon
usage throughout each month and finalizes the data at the end of the month. For
more information about the report, see the AWS documentation .

This Quick Start requires an Enterprise or Enterprise+ license for Artifactory . To use the
Quick Start in your production environment, sign up for a free trial license, which includes
three Artifactory Enterprise licenses. Place the license ke in the specified fields when you
launch the Quick Start. Enterprise or Enterprise+ license s are required due to the following
features of this deployment:

T
T

High availabili ty

S3object storage

Note:1 f the | icense isnb6t an Enterprise or
or the license is not included, the deployment will fail. Also, ensure that the number

of secondary Artifactory servers is at most the amount licensed minus one, for the
primary server. If you specify too many servers, see theFAQ section for instructions.

If you use a free trial, ensure that you convert to a permanent license before your trial ends,
otherwise the nodes will become unresponsive. You can request a quote by contacting

JFrog.
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Deploying this Quick Start for a new VPCwith default parameters  builds the following
Artifactory with Amazon EKS environment in the A WS Cloud.
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Figure 1: Quick Start architecture for Artifactory with Amazon EKS on AWS

The Quick Start sets up the following:
1 A highly available architecture that spans three Availability Zones.*

1 A VPC configured with public and private subnets according to AWS best practices, to
provide you with your own virtual network on AWS.*

1 Inthe public subnets:

¢ Managed NAT gateways to allow outbound internet access for resources in the
private subnets.*

¢ ALinux bastion host in an Auto Scaling group to allow inbound S ecure Shell
(SSH) access to EC2 instances in public and private subnets.*

1 A Network Load Balancer attached to the public subnetsis listening on port 443 and
directs traffic via port 443 to the NGINX pod configured as a Load Balancer Kubernetes
object. The NGINX pod provides ingress, reverse proxy, and SSL termination for the
Artifactory primary and secondary nodes.
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1 In the private subnets:

¢ An RDS instance connected via the private subnets of the VPC and only accessible
from those subnets on port 3306.

¢ An EKS clusterwith two partitions .

¢ A Helm deployment responsible for managing your Kubernetes deployment; the
Helm deployment creates the following:

0 | frog - artifactory namespace
0 NGINX SSLsecret
o0 Artifactory | icensesecret
o Artifactory d atabase access secret
o Primary, secondary, and NGINX pods
1 A private and encrypted S3 bucket for repository storage.

* The template that deploys the Quick Start into an existing VPC skips the components
marked by asterisks and prompts you for your existing VPC configuration.

AmazBKSEservices

There are two Auto Scaling groups for the Artifactory EKS hosts that make up the primary
and secondary partitions . The pods are configured to be deployedin their respective
partitions. Upon an Artifactory service or overall pod failure , Kubernetes handles
rescheduling and redeploying the failed pod to anode. As a result, all configuration s are
done on bootto each container and resultsin a loss of data that is not stored in the Amazon
RDS instance or the S3 bucket.

Important : Do not change the master key of the stack when updating the stack.
Doing so results in an unsupported configuration that future nodes cannot join.

To update an expired Secure Sockets Layer (SSL) certificate, change the
CloudFormation stack certificate and certificate key inputs, and then redeploy the
nodes (seeUpdating Artifactory ). Once complete a helm update runs to update the
secret containing the certificate and certificate key.
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Speci &khowleldge

This Quick Start assumes familiarity with JFrog Artifactory , infrastructure as code, and

Kubernetes.ltal so requires a moderate | evel of fami|l

to AWS, visit the Getting Started Resource Centerand the AWS Training and Certification
website for materials and programs that can help you develop the skills to design, deploy,
and operate your infrastructure and applications on the AWS Cloud.

AWS account

I f you dondét already hayv ehttpsiawdaBzomoom byu nt ,
following the on -screen instructions. Part of the sign-up process involves receiving a phone
call and entering a PIN using the phone keypad.

Your AWS account is automatically signed up for all AWS services. You are charged only for
the services you use.

Technegalr ements

By default, all options of the Quick Start are create a load balancer and output its HTTP
Domain Name System (DNS)on the Outputs tab of the CloudFormation console. This is
how you initially access Artifactory.

Note : During deployment, you are asked for an SSL certificat e and certificate key.
All deployments terminate SSL on the NGINX (instance, service, or container) . The
SSL certificate is configured via Helm and is not terminated on the NLB.

If you have a domain name available (for example, https://artifactory.mycompany.com ),
youcanuseitwi t h t hi s Quick Start, but i1itds not
The default DNS is generated based on the ELB and is expected toot match the SSL
certificate name. For more information, see Configure a Custom Domain Name for Your
Classic Load Balancer

Before you launch the Quick Start, your account must be configured as specified in the
following table. Otherwise, deployment mig ht fail.
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Resources If necessary, requestservice guota increasesfor the follow ing resources. You might
need to do this if an existing deployment uses these resources, and you might exceed
the default quotas with this deployment. The Service Quotas consoledisplays your
usage and quotasfor some aspects of some services. For more information, see the
AWS documentation.

AWS Trusted Advisor offers a servicequotas check that displays your usage and limits
for some aspects of some services.
Resource This deployment uses
VPCs 1
Elastic IP addresses 4
AWS ldentity and
Access Management 1
(IAM ) users
IAM roles 2
Security groups 4
Auto Scaling groups 3
Load balancers 1
m4.xlarge instances 3
t2.micro instances 1
db.m4.large (RDS) 1
S3 Buckets 1
EKS cluster** 1

Regions This deployment includes Amazon EKS, which is currently not supported in all AWS
Regions. For a current list of supported R egions, seeAWS Regions and Endpointsin
the AWS documentation.

Key pair Ensure that at least one Amazon EC2 key pairexists in your AWS account in the

Region where you are planning to deploy the Quick Start. Make note of the key pair
name. You are prompted for this information during deployment. To create a key pair,
follow the instructions in the AWS documentation .

I f youbre deploying t he -QftconceptpBposes, we f or
recommend that you create a new key pai
already being used by a production instance.

IAM permissions

To deploy the Quick Start, youmust log in to the AWS Management Console with IAM
permissions for the resources and actions the templates deploy. The
AdministratorAccess managed policy within IAM provides sufficient permissions,
although your organization may choose to use a custom policy with more restrictions.
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S3 buckets Unique S3 bucket names are automatically generated lased on the account number
and Region. If you delete a stack the Artifactory storage bucket is not deleted. If you
plan to redeploy this Quick Start in the same Region, you must first manually delete
the S3 buckets that were created during the previous deployment; otherwise, the
redeployment will fail.

Depl oyapée mton s
This Quick Start provides two deployment options:

1 Deploy an EKS instance of Artifactory into a new VPC (end -to-end
deployment) . This option builds a new AWS environment consisting of the VPC,
subnets, NAT gateways, security groups, bastion hosts, an Amazon EKS cluster with its
supporting infrastructure , an S3bucket, an Amazon RDS instance. Itthen deploys
Artifactory via Helm.

1 Deploy an EKS instance of Artifactory into an existing VPC . This option
provisions an Amazon EKS cluster, an S3 bucket,an Amazon RDS instance, into your
existing AWS infrastructure . It then deploys Artifactory via Helm.

The Quick Start provides separate templates foreachoption. It also lets you configure CIDR
blocks, instance types, andArtifactory settings, as discussed dter in this guide.

StepSilgn yo nAWScaount

1. Sign in to your AWS accountat https://aws.amazon.com with an IAM user role that has
the necessary permissions. For details, sed’lanning the deployment earlier in this
guide.

2. Ensure that your AWS account is configured correctly, as discussed inthe Technical
requirements section.

StepPr2zepag ecdrhti fi cate and certificate k

Due to the underlying JSON system, the parameters for both the certificate and certificate
key must be edited by replacing their line endings.

1. Copy the certificate into a text editor, and view line endings. Line endings on Windows
and Linux terminate in CHEL and LF, respectively.

2. Remove all CRFLor LF characters, and replace them with the| (pipe) character. This
puts the certificate on a single line.
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3. Follow the same process for the certificate key.

StepAdd t hekleysemasnd certificate to AWS
1. Open AWS Secrets Manager in the same Region in which you deploy the Quick Start.

2. ChooseStore a new secret

3. ChooseOther type of secret
4

. For the secret key value, create seven rows for the Artifactory licenses ad certificate
information.

5. Key names should be as follows, with the key values being Artifactory license keys and
certificate details (see figure 2):

ArtifactoryLicensel

o &

ArtifactoryLicense2

ArtifactoryLicense3

a o

ArtifactoryLicense4
€. Certificate
f. CertificateKey

J. CertificateDomain

aws
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Secret key/value Plaintext
ArtifactoryLicense1 cHJvZHVjdHM6CiAgYXJO: Remove
ArtifactoryLicense2 cHJvZHVjdHM6CiAgYXJO: Remove
ArtifactoryLicense3 cHJvZHVjdHM6CiAgYXJO: Remove
ArtifactoryLicense4 cHJvZHVjdHM6CiAgYXJO: Remove
Certificate @~ | | - BEGIN CERTIFICATE-- Remove
CertificateKey @~ | | -—--- BEGIN PRIVATE KEY-- Remove
CertificateDomain localdomain Remove

+ Add row

Figure 2 : Secrets Manager key -value page

ChooseNext .
Provide a secret name. This name is used to deploy this Quick Start.

ChooseNext twice.

© ©® N o

ChooseStore .

dwWs
Pagellof 33



Amazon Web ServicesArtifactoryon the AWS Cloud September2019

Stelp Laun@Qui c¢kheSt art

Note s: The instructi ons in this section reflect a previous version of the AWS
CloudFor mati on console. | f youb6re using the
interface elements might be different.

You are responsible for the cost of the AWS services use@hile running this Quick
Start reference deployment. There is no additional cost for using this Quick Start.
For full details, see the pricing pages for each AWS service you will be using in this
Quick Start. Prices aresubject to change.

1. Sign in to your AWS account, and dioose one of thefollowing options to | aunch the
AWS CloudFormation template . For help choosing an option, seedeployment options
earlier in this guide.

A new VPC A
workload onl
Deploy s Deploy y

Deploy Artifactory EKSinto a Deploy Artifactory EKSinto an
new VPC on AWS existing VPC on AWS

Important : If you deploy Artifactory into an existing VPC, ensure that your VPC
has two private subnets in different Availability Zones and thatthe s ubnet s ar enoét
shared.

This Quick Startd o e s n 6 t sharedosspboetstwhich require NAT gatewaysin
their route tables to allow the instances to download packages and software without
exposing them to the internet. The VPC also requires two similar public networks for
the load balancer. You must also configure the domain name option in the DHCP, as
explained in the Amazon VPC documentation. You will be prompted for your VPC
settings when you launch the Quick Start.

The deployment takes about 45 minutes.
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2. ChecktheRegi on t hat 6s ubpersright @wer df the mavigatiorebar, and
change it if necessary. This is where the network infrastructure for Artifactory will be
built. The template is launched in the US West (Oregon) Region by default.

Note : This deployment includes Amazon EKS,which i s rudréntly supported in all
AWS Regions. For a current list of supported R egions, see theAWS Regionsand
Endpoints webpage. This Quick Start also has the option for EKS which is not
currently supported in all AWS Regions, please see the current list for supported
Regions for Amazon EKS.

3. Onthe Select Template page, keep the default settingfor the template URL, and then
chooseNext .

4. On the Specify Details page,change the stack name if needed. Review the parameters
for the template. Provide values for the parameters that require input. For all other
parameters, review the default settings and customize them as necessary.

In the following tables, parameters are listed by categoryand described separately for
the two deployment options:

¢ Parameters for deploying Artifactory with EKS into a new VPC

¢ Parameters for deploying Artifactory with EKS into an existing VPC

When you finish reviewing and customizing the parameters, choose Next .

OPTION 1: PARAMETERS FOR DEPLOYING ARTIFACTORY WITH EKS INTO A NEW VPC

View template

Security configuration:

Parameter label Default Description

(name)

SSH key name Requires input Name of an existingkey pair that allows you to securely
(KeyPairName) connect to your instance after it launches.

Permitted IP range Requires input CIDR IP range that is permitted to access Artifactory. We
(AccessCidr ) recommend that you set this value to a trusted IP range. For

example, you might want to grant only your corporate
network access to the software.

Remote access CIDR Requires input Remote CIDR range for allowing SSH into the bastion

(RemoteAccessCidr) instance. We recommend that you set this value to a trusted
IP range. For example, you might want to grant specific
ranges inside your corporate network SSH access.
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Parameter label Default Description
(name)
Additional EKS Optional IAM user Amazon Resource Name (ARN) to be granted
administrator ~ ARN (IAM administrator access to the EKS:luster
user)
(AdditionalEKSAdminUserArn )
Additional EKS Optional IAM role Amazon Resource Name (ARN) to be granted
administrator ~ ARN (IAM administrator access to the EKS cluster
role)
(AdditionalEKSAdminArns )
Network configuration:
Parameter label Default Description

(name)

Availability Zones
(AvailabilityZones )

Requires input

List of Availability Zones to use for the subnets in the VPC. Three
Availability Zones are used for this deployment.

VPC CIDR 10.0.0.0/16 CIDR block for the VPC.

(Vpcld)

Private subnet 1 CIDR 10.0.0.0/19 CIDR block for private subnet 1, located in Availability Zone 1.
(PrivateSubnet1CIDR )

Private subnet 2 CIDR 10.0.32.0/19 CIDR block for private subnet 2, located in Availability Zone 2.
(PrivateSubnet2CIDR )

Private subnet 3 CIDR 10.0.64.0/19 CIDR block for private subnet 3, located in Availability Zone 3.

(PrivateSubnet3CIDR )

Public subnet 1 CIDR
(PublicSubnet1CIDR )

10.0.128.0/20

CIDR block for the public (DMZ) subnet 1, located in Availability
Zone 1.

Public subnet 2 CIDR
(PublicSubnet2CIDR )

10.0.144.0/20

CIDR block for the public (DMZ) subnet 2 , located in Availability
Zone 2.

Public subnet 3 CIDR
(PublicSubnet3CIDR )

10.0.160.0/20

CIDR block for the public (DMZ) subnet 3, located in Availability
Zone 3.

Bastion configurat ion:

Parameter label Default Description

(name)

Provision bastion host Enabled ChooseDisabled to skip booting a bastion host. Due to the

(ProvisionBastionHost ) Artifactory nodes being created in private subnets, the default
setting of Enabled is highly recommended.

Bastion instance type t2.micro Size of the bastion instances.

(BastionlnstanceType )

Bastion OS
(BastionOS)

Amazon-Linux -
HVM

Linux distribution for the AMI to be used for the bastion
instances.
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Parameter label Default Description

(name)

Bastion root volume 10 Size of the root volume on the bastion instances.
size

(BastionRoo tVolumeSize )

Bastion enable TCP true Choose whether to enable TCP drwarding via bootstra pping
forwarding of the bastion host.

(BastionEnableTCP

Forwarding )

Bastion enable X11 false Choosetrue to enable X11 via bootstrapping of the bastion
forwarding host. Setting this value to true enables X Windows over SSH.
(BastionEnableX11 X11 forwarding can be useful b 8 also & sedurity risk, so
Forwarding ) we recommend that you keep thedefault (false ) setting.

JFrog Artifactory configuration:

Parameter label Default Description

(name)

Artifactory product to JFrog- Jfrog Artifactory product you want to install .

install Artifactory -

(ArtifactoryProduct ) Pro

Artifactory version 7.2.1 Version of Artifactory that you want to deploy into the Quick Start.
(ArtifactoryVersion ) Please see the release notes to select the version you want to

deploy. For more information, see the Artifactory Release Notes.

Release stage of the GA Whether to use the upstream repository that is pre-GA.
product to deploy
(ReleaseStage )

Default Artifactory true Choosefalse to overwrite the standard calculations of memory
deployment size options to pass Java @tions for the deployment. If you overwrite
(DefaultDeploymentSize ) them,ensur e t hat pyovigiontieonndes over
Artifactory deployment xSmall Configuration settings implemented by the Helm chart. There are
size currently eight supported sizes.This value is only taken into
(ArtifactoryDeployment account if you choosefalse for DefaultDeploymentSize

Size ) xxx Large : Node instance type m5.24xlarge or larger. Memory

request of 240 GiB and memory limit of 384 GiB; CPU request of
64 and CPU limit of 96; Java heap size minimum of 192 gigabytes
and maximum of 288 gigabytes.

xx Large : Node instance type m5.16xlarge or lager. Memory
request of 160 GiB andmemory limit of 256 GiB; CPU request of
48 and CPU limit of 64; Java heap size minimum of 128 gigabytes
and maximum of 192 gigabytes.

xLarge : Node instance type m5.12xlarge or larger. Memory
request of 120 GiBand memory limit of 192 GiB; CPU request of
32 and CPU limit of 48; Java heap size minimum of 96 gigabytes
and maximum of 144 gigabytes.
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Parameter label
(name)

Default

Description

Large : Node instance type m5.8xlarge or larger. Memory request
of 80 GiB and memory limit of 128 GiB; CPU request of 16 and
CPU limit of 32; Java heap size minimum of 64 gigabytesand
maximum of 96 gigabytes.

Medium : Node instance type m5.4xlarge or larger. Memory
request of 42 GiB andmemory limit of 64 GiB; CPU request of 8
and CPU limit of 16; Java heap size minimum of 32 gigabytesand
maximum of 48 gigabytes

Small : Node instance type m5.2xlargeor larger. Memory request
of 20 GiB and memory limit of 32 GiB; CPU request of 4 and CPU
limit of 8; Java heap size minimum of 16 gigabytesand maximum
of 24 gigabytes

xSmall : Node instance type m5.xlarge or larger. Memory request
of 6 GiB and memory limit of 16 GiB; CPU request of 2and CPU
limit of 4; Java heap size minimum of 8 gigabytesand maximum
of 12 gigabytes

xx Small : All node instance types. Memory request of 4 GiBand
memory limit of 6 GiB; CPU request of 2 and CPU limit of 2; Java
heap size of 4gigabytes

Secondary pods
(NumberOfSecondary)

Number of secondary Artifactory pods to complete your HA
deployment. To align with Artifactory best practices, the minimum
number is two and the maximum number is seven. Do not select
more pod s than you have licenses for

Artifactory licenses and
certificate secret
(SMLicensesNamé

Requires
input

Secret name created in AWS Secrets Manager which contains the
SSL certificate, certificate key, and Artifactory licenses.

Master server key
(MasterKey)

Requires
input

Master key for Artifactory cluster. Generate a master keyby using
the command $opensslrand -hex 16 .

Amazon RDS configuration:

Parameter label (name) Default Description

Database name artdb Name for your database instance. The name must be

(DatabaseNamé unique across all database instances owned by your AWS
account in the current AWS Region. The database instance
identifier is case-insensitive, but is stored as all lowercase
(as in mydbinstance ).

Database engine Postgres Database engine that you want to run.

(DatabaseEngine )

Database user artifactory Login ID for the master user of your database instance.

(DatabaseUser)

Database password Requires input Password for the Artifactory database user.

(DatabasePassword)
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Parameter label (name) Default Description

Database instance type db.m4.large Size of the database to be deployed as part of the Quick
(Databaselnstance ) Start.

Database allocated storage 10 Size in gigabytes of the available storage for the database
(DatabaseAllocated instance.

Storage )

High -availab ility database true Choosefalse to create an Amazon RDS instance in a
(MultiAZDatabase ) single Availability Zone.

EC2and EKS configuration:

Parameter label Default Description

(name)

Node instance type m4.xlarge Amazon EC2 instance type for the nodes hosting the
(NodelnstanceType ) Kubernetes pods.

Node EBS volume size 200 Size in gigabytesof EBS vdumes for master node instances

(NodeVolumesSize)

Secondary nodes 2 I nitial number of secondary node instances to create.lf you
(NumofSecondaryNodes) don dhave large enough instances to boot the number of
secondary pods the deployment will fail.

Kubernetes version 1.4 Kubernetes control-plane version.
(KubernetesVersion )

AWS Quick Start configuration:

Note : We recommend that you keep the default settings for the following two
parameters, unless you are customizing the Quick Start templates for your own
deployment projects. Changing the settings of these parameters automatically
updates code references to pont to a new Quick Start location. For additional details,
seetheAWS Qui ck Start Contributorés Guide

Parameter label

Default Description
(name)
Quick Start S3 bucket aws-quickstart S3 bucketyou created for your copy of Quick Start assets if
name you decideto customize or extend the Quick Start for your
(QSS3BucketName own use. The bucket name can include numbers, lowercase
letters, uppercase letters, and hyphens, but should not start or
end with a hyphen.
Quick Start S3 key quickstart -jfrog - S3 key name prefixused to simulate a folder for your copy of
prefix artifactory/ Quick Start assets if you decide to customize or extend the
(QSS3KeyPrefix) Quick Start for your own use. This prefix can include numbers,
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Parameter label

Defaul Description
e efault escriptio
lowercase letters, uppercase letters, hyphens, and forward
slashes.
Quick Start S3 bucket us-east-1 AWS Region where the Quick Start S3 bucket

(QSS3BucketRegion)

(QSS3BucketNamgis hosted. When using your own bucket,
you must specify this value.

OPTION 2: PARAMETERS FOR DEPLOYING ARTIFACTORY WITH EKS INTO AN EXISTING

VPC

View template

Security configuration:

Parameter label
(name)

Default

Description

SSH key name
(KeyPairName)

Requires input

Name of an existing key pair, which allows you
to securely connect to your instance after it
launches.

Permitted IP Range
(AccessCidr )

Requires input

CIDR IP range that is permitted to access
Artifactory. We recommend that you set this
value to a trusted IP range. For example, you
might want to grant only your corporate network
access to the software.

Remote access CIDR
(RemoteAccessCidr)

Requires input

Remote CIDR range for allowing SSH into the
bastion instance. We recommend that you set
this value to a trusted IP range. For example,
you might want to grant specific ranges inside
your corporate network SSH access.

Additional EKS ARN
(IAM user)

(AdditionalEKSAdminUserArn )

administrator

Optional

IAM user Amazon Resource Name (ARN) to be
granted administrator access to the EKS cluster

Additional EKS  administrator
ARNs (IAMr ole)
(AdditionalEKSAdmin

Arns)

Optional

IAM role Amazon Resource Name (ARN) to be
granted administrator access to the EKS cluster

Network configuration:

Parameter label Default

(name)

Description

VPC ID
(Vpcld)

Requires input

ID of your existing VPC deployment (e.g., vpc -0343606e ).
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Parameter label Default Description

(name)

VPC CIDR 10.0.0.0/16 CIDR block for the VPC.
(VpcCidr)

Private subnet 1 ID
(PrivateSubnetlID )

Requires input

ID of the private subnet in Availability Zone 1 of your existing
VPC (e.g.,subnet -a0246dcd ).

Private subnet 2 ID
(PrivateSubnet2ID )

Requires input

ID of the private subnet in Availability Zone 2 of your existing
VPC (e.g.,subnet -b58c3d67 ).

Private subnet 3 ID
(PrivateSubnet3ID )

Requires input

ID of the private subnet in Availability Zone 3 of your existing
VPC (e.g.,subnet -b58c3d67 ).

Public subnet 1 ID
(PublicSubnetl1ID )

Requires input

ID of the public subnet in Availability Zone 1 of your existing
VPC (e.g.,subnet -z0376dab ).

Public subnet 2 ID
(PublicSubnet2ID )

Requires input

ID of the public subnet in Availability Zone 2 of your existing
VPC (e.g.,subnet -a29¢3d84 ).

Public subnet 3 ID
(PublicSubnet3ID )

Requires input

ID of the public subnet in Availability Zone 3 of your existing
VPC (e.g.,subnet -a29¢3d84 ).

Private subnet 1 CIDR 10.0.0.0/19 CIDR of the private subnet in Availability Zone 1 of your
(PrivateSubnet1CIDR ) existing VPC (e.g.,10.0.0.0/19 ).
Private subnet 2 CIDR 10.0.32.0/19 CIDR of the private subnet in Availability Zone 2 of your
(PrivateSubnet2CIDR ) existing VPC (e.g.,10.0.32.0/19 ).
Private subne t3 CIDR 10.0.64.0/19 CIDR block for private subnet 3 located in Availability Zone 3
(PrivateSubnet3CIDR ) of your existing VPC (e.g.,10.0.64.0/19 ).

Bastion configuration:
Parameter label Default Description
(name)
Provision bastion host Enabled ChooseDisabled to skip booting a bastion host. Due to the
(ProvisionBastionHost ) Artifactory nodes being created in private subnets, the default

setting of Enabled is highly recommended.

Bastion instance type t2.micro Size ofthe bastion instances.

(BastionIinstanceType )

Bastion operating
system
(BastionOS)

Amazon-Linux -
HVM

Linux distribution for the AMI to be used for the bastion
instances.

Bastion root volume
size
(BastionRootVolume
Size)

10

Size of the root volume on the bastion instances.

Bastion enable TCP
forwarding

true

Choose whether to enable TCHorwarding via bootstrapping of
the bastion host.
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Parameter label Default Description

(name)

(BastionEnableTCP

Forwarding )

Bastion enable X11 false Choose whether to enable X11 vidootstrapping of the bastion

forwarding
(BastionEnableX11
Forwarding )

host. Setting this value to true enables X Windows over SSH.
X11 forwarding can be useful b 8 also & security risk, so we
recommend that you keep the default (false ) setting.

JFrog Artifactory configuration:

Parameter label Default Description
(name)
Artifactory product to JFrog- Jfrog Artifactory product you want to install .

install
(ArtifactoryProduct )

Artifactory -Pro

Artifactory version 7.2.1 Version of Artifactory you want to deploy. For more information see the
(ArtifactoryVersion ) Artifactory Release Notes.

Release stage of the GA Whether to use the upstream repository that is pre -GA.

product to deploy

(ReleaseStage )

Default Artifactory true Choosefalse to overwrite the standard calculations of memory options
deployment size to pass Java @tions for the deployment . If you overwrite them, ensure
(DefaultDeploymentSize ) t hat vy ou pawdsiodthe nodese r

Artifactory deployment xSmall Configuration settings implemented by the Helm chart. There are

size currently eight supported sizes.This value is only taken into account if
(ArtifactoryDeployment you choosefalse for DefaultDeploymentSize

Size)

xxx Large : Node instance type m5.24xlarge or larger. Memory request
of 240 GiB and memory limit of 384 GiB; CPU request of 64 andCPU
limit of 96; Java heap size minimum of 192 gigabytes andmaximum of
288 gigabytes.

xx Large : Node instance type m5.16xlarge or lager. Memory request of
160 GiB and memory limit of 256 GiB; CPU request of 48 andCPU limit
of 64; Java heap size minimum of 128gigabytes andmaximum of 192
gigabytes.

xLarge : Node instance type m5.12xlarge or larger. Memory request of
120 GiB and memory limit of 192 GiB; CPU request of 32 andCPU limit
of 48; Java heap size minimum of 96 gigabytes andmaximum of 144
gigabytes.

Large : Node instance type m5.8xlarge or larger. Memory request of 80
GiB and memory limit of 128 GiB; CPU request of 16 andCPU limit of
32; Java heap size minimum of 64 gigabytes andmaximum of 96
gigabytes

Medium : Node instance type m5.4xlarge or larger. Memory request of
42 GiB and memory limit of 64 GiB; CPU request of 8 andCPU limit of
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Parameter label
(name)

Default

Description

16; Java hea size minimum of 32 gigabytes andmaximum of 48
gigabytes

Small : Node instance type m5.2xlarge or larger. Memory request of 20
GiB and memory limit of 32 GiB; CPU request of 4 and CPU limit of 8;
Java heap size minimum of 16gigabytes andmaximum of 24 gigabytes.

xSmall : Node instance type m5.xlarge or larger. Memory request of 6
GiB and memory limit of 16 GiB; CPU request of 2 and CPU limit of 4;
Java heap size minimum of 8 gigabytes andmaximum of 12 gigabytes.

xx Small : All node instance types. Memory request of 4 GiB and
memory limit of 6 GiB; CPU request of 2 and CPU limit of 2; Java heap
size of 4gigabytes

Secondary pods
(NumberOfSecondary)

Number of secondary Artifactory pods to complete your HA
deployment. To fit the Artifactory best practices, the minimum number
is two; the maximum number is seven. Do not select more pods

than you have licenses for

Artifactory licenses
secret name
(SMLicensesName¢

Requires input

Secret name created in AWS Secrets Manager which contains the SSL
certificate, certificate key, and Artifactory licenses.

Master server key
(MasterKey )

Requires input

Master key for Artifactory cluster. Generate a master key by using the
command $opensslrand - hex 16 .

Amazon RDS configuration:

Parameter label Default Description

(name)

Database name artdb Name for your database instance. The name must be unique

(DatabaseNamg across all database instances owned by your AWS account in the
current AWS Region. The database instance identifier is case
insensitive, but is stored as all lowercase (as inmydbinstance ).

Database engine Postgres Database engine that you want to run.

(DatabaseEngine )

Database user artifactory Login ID for the master user of your database instance.

(DatabaseUser)

Database password

Requires input

Password for the Artifactory database user.

(DatabasePassword)

Database instance type db.m4.large Size of the database to be deployed as part of the Quick Start.
(Databaselnstance )

Database allocated 10 Size in gigabytes of theavailable storage for the database

storage
(DBAllocatedStorage )

instance.
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Parameter label Default Description
(name)
High -availab ility true Choosefalse to create an Amazon RDS instance in a single

database
(MultiAZDatabase )

Availability Zone.

EC2and EKS configuration:

Parameter label Default Description

(name)

Kubernetes version 114 Kubernetes control plane version.

(KubernetesVersion )

Node instance type M5 .xlarge Amazon EC2 instance type for the nodes hosting the

(NodelnstanceType ) Kubernetes pods.

Secondary nodes 2 Initial number of secondary nod e instances to create.lf you do

(NumofSecondaryNodes) not have large enough instances to boot the number of
secondary pods the deployment will fail.

Master node EBS 200 Sizein gigabytes of EBS vdumes for master node instances

volume size
(NodeVolumesSize)

AWS Quick Start configuration:

Note : We recommend that you keep the default settings for the following two
parameters, unless you are customizing the Quick Start templates for your own
deployment projects. Changing the settings of these parameters will automatically
update code references topoint to a new Quick Start location. For additional details,

seetheAWS Qui

ck Start

Contributorés Gui de

Parameter label
(name)

Default

Description

Quick Start S3 bucket
name
(QSS3BucketName

aws-quickstart

S3 bucketyou havecreated for your copy of Quick Start assets
if you decide to customize or extend the Quick Start for your
own use. The bucket name can include numbers, lowercase
letters, uppercase letters, and hyphens, but should not gart or
end with a hyphen.

Quick Start S3 key
prefix
(QSS3KeyPrefix)

quickstart -jfrog -
artifactory/

S3 key name prefixused to simulate a folder for your copy of
Quick Start assets if you decide to customize or extend the
Quick Start for your own use. This prefix can include numbers,
lowercase letters, uppercase letters, hyphens, and forward
slashes.
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Parameter label

e Default Description
Quick Start S3 bucket us-east1 AWS Region where the Quick Start S3 bucket
(QSS3BucketRegion) (QSS3BucketNamgis hosted. When using your own bucket,

you must specify this value.

5. On the Options page, you canspecify tags(key-value pairs) for resources in your stack
and set advanced options When youdr éNexttone, choose

6. On the Review page,review and confirm the template settings. Under Capabilities
select thetwo check boxesto acknowledge that the template will create IAM resources
and that it might require the capability to auto -expand macros.

7. ChooseCreate to deploy the stack.

8. Monitor the status of the stack. When the status is CREATE_COMPLETE |, the
Artifactory cluster is ready.

9. Use the URLs displayed in theOutputs tab for the stack to view the resources that were
created (see figure 3).

CloudFormation Stacks tcat-tag-jfrog-artifactory-ecs-4521d367

@ Stacks (10) tcat-tag-jfrog-artifactory-ecs-4521d367
Q Stack info Events Resources Outputs Parameters Template Change
Active v

@ View nested 1

Outputs (2)

ArtifactoryExistingVPCStack-AOORNQID

UEDZ Q
2019-09-06 16:58:07 UTC-0400

(©) CREATE_COMPLETE

Key A Value v Desi
NESTED
tcat-tag-jfrog-artifactory-ecs-4521d367- Artifactoryurl https://ArtifactoryELB-6c79ab8938f09b84.elb.us-east-1.amazonaws.com URL
VPCStack-1L5ABTVO397vV
2019-09-06 16:54:29 UTC-0400 BastionIP 54.157.23.159 Bast]

(2) CREATE_COMPLETE

tcat-tag-jfrog-artifactory-ecs-4521d367
2019-09-06 16:54:22 UTC-0400
(@ CREATE_COMPLETE

o

Figure 3: Artifactory  outputs after suc  cessful deployment
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StepGetamtieadh JFrog Artifactory

1. Connect to the Artifactory from ArtifactoryURL . You canfind ArtifactoryURL
in the Outputs tab section of the Artifactory primary stack. Verify you are able to
view the login screen(see figure 4).

WELCOME TO JFROG

vvvvvvvvvvvvvvvvvvv

Figure 4: The JFrog Artifactory login screen

Note : If you use a non-CA-signed certificate, you will receive a certificate
warning when you attempt to access the page. This happens because the
certificate doesnédét match the ELB DNS unl e

2. The default user name and password forArtifactory are admin and password,
respectively. Enter your credentials, and chooseLogin . For more information, see
JFrog Users and Groups

This loads the setup wizard for initial configuration. Choose Get Started . Started
(see figureb).
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WELCOME TO THE JFROG
PLATFORM!

Thank you for choosing the |

1 and get you up

Figure 5: Jfrog Artifactory welcome screen

This Quick Start handles the license key configuration during the deployment, so you

are not prompted to activate your license.

3. Set a secure administrator password for your deployment, and then chooseNext

(see figure 6).

RESET ADMIN PASSWORD

Set base URL

Configure Default Proxy
New Password*

Create Repositories

= Confirm Password*
Summary

Figure 6: Set administratorp  assword screen
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4. Optionally, configure the base URL setting. Because this deployment uses a proxy,
itdos highly recommended that you update th
information regarding this setting can be found in the Getting Started quide (see
figure 7).

Reset Admin Password

SET BASE URL

Configure Default Proxy

Select Base URL

Create Repositories

Summary

e “

Figure 7: Set base URL screen

5. Optionally, configure proxy settings for remote resources (see figure 8).

Reset Admin Password

CONFIGURE PLATFORM DEFAULT PROXY
Set base URL

Proxy Key Host
Create Repositories
Summary Port

User Name Password

Figure 8: Configure proxy settings if required
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6. Select the repositories that are required for your use case, and choos€reate (see
figure 9).

Reset Admin Password

CREATE REPOSITORIES

Set base URL

Configure Default Proxy

i S ) C
v@ C) Php. v CONDA ‘R SM s
SHNTy Chef CocoaPods  Composer Conan CRAN
i
@ 8 @ o W Eh fy  meve
Gems Generic GitLfs Gradle
.
wn @ X @ 6 Vv o
NuGet Opkg Puppet Pypi SBT

€

i e

Figure 9: Available repositories

7. ChooseFinish (see figure 10).

Reset Admin Password

CONGRATULATIONS!

Set base URL

sils, See here

Configure Default Proxy

Create Repositories

sk m

Figure 10: Final wizard screen

10. Complete the administrative tasks by configuring the following:
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1 Backups

1 Regular Maintenance Operations

1 Security

If maintenance must be performed on the stack, ensure that you update the
CloudFormation stack rather than updating the infrastructure manual ly (this also applies to
updating Artifactory). The Artifactory version for this Quick Startis 7.0.x (see figure 1}.

Figure 11: JFrog Artifactory

(o] Artifactory URL 10.0.34.122:8082/artifactory Status Online (3 of 3 Nodes)
~  ip-10-0-34-122.ec2.internal URL 10.0.34.122:8082/artifactory Version Uptime Online
Access 10-02-20 16:23:39 ... Heal
Artifactory 7.00 70000900 10-02-20 16:23:39 ... 10-02-20 15:51:57 ... {ealth
Frontend 10-02-20 16:23:39 ... Heal
Metadata 10-02-20 16:23:39 ... Heal
> ip-10-0-38-114.ec2.internal URL 10.0.38.114:8082/artifactory Version Uptime Online
> ip-10-0-4-52.ec2.internal URL 10.0.4,52:8082/artifactory Version 7.0.0 Uptime 10-02-20 15:51:59 -0500 Online
service status page show currentv  ersion

1. To perform an upgrade, select theroot stack, and then chooseUpd ate (see figure12).

CloudFormation > Stacks: tcat-tax
Stacks (14)
Create stack C
Q
Active v

@ View nested 1
© creare_commieTe
tcat-tag-jfrog-artifactory-ec2-16a75ef6 °

© creare_commeTe

g-jfrog-artifactory-ec2-16a75ef6

tcat-tag-jfrog-artifactory-ec2-16a75ef6

Stack info Events Resources Outputs Parameters
Outputs (1)

Q
Key - Value

URL

StackSet-AWS-Landing-Zone-Basetine-EnableConfi

Template

Change sets

Figure 12: Stack listand u pdate button on the

2. On the Prerequisite screen, ChooseUse current template

figure 13).

Page28of 33

Cloud Formation console

, and then chooseNext (see

dws


https://www.jfrog.com/confluence/display/RTF/Managing+Backups
https://www.jfrog.com/confluence/display/RTF/Regular+Maintenance+Operations
https://www.jfrog.com/confluence/display/RTF/Authentication

Amazon Web ServicedArtifactoryon the AWS Cloud Septembei2019

Step 1
Update stack
Specify template
Step 2 Prerequisite - Prepare template
Specify stack details
Prepare template
Step 3 Every stack is based on a template. A template is a JSON or YAML file that contains configuration information about the AWS resources you want to include in the stack.
P
Configure stack options R R
© Use current template Replace current template Edit template in designer
Step 4
Review

Figure 13: Update stack, prerequisite information

3. Find the Artifactory v ersion field by scrolling down (see figure 14).

JFrog Artifactory configuration

Artifactory version

The version of Artifactory that you want to deploy into the Quick Start. Please see the release notes to select the version you want to deploy.
https://www.jfrog.com/confluence/display/RTF/Release+Notes

7.0.0

Figure 14: CloudFormation console update page (before you change the version)

4. Enter the version number that you want to run . (see figure 15).

JFrog Artifactory configuration

Artifactory version

The version of Artifactory that you want to deploy into the Quick Start. Please see the release notes to select the version you want to deploy.
https://www.jfrog.com/confluence/display/RTF/Release+Notes

| 7.0.2|

Figure 15: CloudFormation console update page (after you change the version)

5. Scroll down, and chooseNext . ChooseNex t again, unless you want to change any other
tags or policies. Select the twol acknowledge check boxes, and choosdJpdate stack
(see figure 16).
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Changes (2)
Q 1
Action v Logical ID a Physical ID Resource type Replacement
arm:aws:cloudformatio
n:us-west-2:25627131
9870:stack/tcat-tag-jf
. rog-artifactory-ec2-16
ArtifactoryExistingVPCSt
ek v 9 a75ef6-ArtifactoryExis AWS::CloudFormation::Stack False
tingVPCStack-1NGR4S
IMKJ59H/525b99d0-b
565-11e9-9a29-0af8c
7390b1e [3
armn:aws:cloudformatio
n:us-west-2:25627131
9870:stack/tcat-tag-jf
VPCStack rog-artifactory-ec2-16 AwS:CloudFormation::Stack False
el a75ef6-VPCStack-5UU . .
05KM7W614/bd29537
0-b564-11e9-9ffe-Oaa
90e735f2c [3
Capabilities
@ The gr require [AWS::C
This template contains Identity and Access Management (IAM) resources. Check that you want to create each of these resources and that they have
the minimum required permissions. In addition, they have custom names. Check that the custom names are unique within your AWS
account. Learn more.
For this template, AWS CloudFormation might require an unrecognized capability: CAPABILITY_AUTO_EXPAND. Check the capabilities of these
resources.
1 acknowledge that AWS CloudFormation might create IAM resources with custom names.
1 acknowledge that AWS CloudFormation might require the following capability:
CAPABILITY_AUTO_EXPAND
Cancel | Previous ‘ ‘ View change set ‘ Update stack

Figure 16: Completing the update proc

6. When you chooseUpdate Stack , Helm takes care of a rolling upgrade. If you want to

watch the upgrade, log in to the bastion host and find the BastionIP

in the Outputs

tab of the base Artifactory core stack. Connect from your local terminal to the bastion
host by using SSH,and run the following command s.

# To list the deployment

helmls Zall

# To see currently running pods. Add “watch" to view an update every

2 seconds
kubectl get pods

- n jfrog

- artifactory

By default, the load balancer doesnot match your certificate. You must configure the DNS
according to your organization & configuration, which is highly recommended for a

production deployment.

When you createa new VPG the private subnet CIDR is automatically provided to the

database security groupArtifactoryBDSG

only from the public subnet.
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