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Quick Starts are automated reference deployments for key technologieson the Amazon
Web Services (AWS)Cloud, based onAWS best practices for security andhigh availability.

This Quick Start reference deployment guide provides step-by-step instructions for
deploying Red Hat OpenShift Container Platform on the AWS Cloud.

Note : This Quick Start also has a demo cre#ed by solutions architects at AWS for
evaluation or proof-of-concept (POC) purposes on the AWS Cloud. The demo
automatically deploys Red Hat OpenShift into your AWS account with sample data.
After the demo is up and running, use the walkthrough for a tour of product features.

Sign up to launch the demo

View the walkthrough gquide

Red Hat OpenShift Container Platform is based on Dockerformatted Linux containers,
Kubernetes orchestration, and Red Hat Enterprise Linux (RHEL) or Red Hat Enterprise
Linux CoreOS (RHCOS)
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Red Hat OpenShift Container Platform givesapplication development and IT operations
teams the ability to accelerate application delivery . It provides the following features:

1 Support for standardized containers through the Red Hat API operations for Docker.
1 Container orchestration , scheduling, and management at scale with Kubernetes.

1 Integratio n with container-optimized RHEL, and RHCOSoperating systems.

1 Extensive selection of programming languages, frameworks, and services

1 Rich set oftools and interfaces, including a web console and collaboration features, for
development and operations.

1 Distributed application platform with container networking, streamlined deployment ,
and administration .

For more information about Red Hat OpenShift Container Platform , see theOpenShift
documentation.

This Quick Start is primarily for developers, engineers, architects, or DevOps or systems
engineering staff who want to deploy OpenShift on the AWS Cloud.

OpenShift Contoai AM&MS Pl at f or m

The Quick Start includes AWS CloudFormation templates that build the AWS infrastructure
using AWS best practices and then pass that environment to a custom AWS
CloudFormation resource provider (AWSQS::OpenShift::Manager ) to complete the
installation and b ootstrap sequence The combination of using standard and custom AWS
CloudFormation resourcesenablesyou to deploy and tear down your OpenShift
environment by using AWS CloudFormation stacks.
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OpenShimptonent s
The Quick Start deploys the following OpenShift Container Platform components:
1 Control Plane provides master components, such as the following:
¢ API server (responsible for handling requests from clients, including nodes, users,
administrators, and other infrastructure systems deployed to OpenShift)
¢ Controller manager server (includes the scheduler and replication controller)

¢ OpenShift client tools (oc and oadnj.

1 Etcd stores the persistent master state while other components watchetcd for changes
to bring themselves into the desired state.

1 Node s provide the runtime environments for containers.

Costsiamndseks
You are responsible for the cost of the AWS services used while running this Quick Start
reference deployment. There is no additional cost for using the Quick Start.

The AWS CloudFormation template for this Quick Start includes configuration parameters
that you can customize. Some of these settings, such as instance type, affect the cost of
deployment. For cost estimates, ®e the pricing pages for each AWS service youse. Prices
are subjed to change.

This Quick Start requires a Red Hat subscription. For more information , seethe
Deployment steps.
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Deploying this Quick Start for a new virtual private cloud (VPC) with default parameters
builds the following OpenShift Container Platform environment in the AWS Qoud.
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Figure 2: Quick Start architecture for Open

The Quick Start sets up the following:

Shift Container Platform on AWS

1 A single virtual private cloud (VPC) that spans three Availability Zones, with one private
and one public subnet in each Availability Zone. *

= =_ = =

In the private subnets:

¢ Three OpenShift master instances.

¢ A variable number of OpenShift node instances.
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An internet gateway to provide internet access to each subnet.*

A public, external Network Load Balancer for access to the OpenShift API

A private, internal Network Load Balancer for access to the OpenShift API.
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Note : The template that deploys the Quick Start into an existing VPC skips the tasks
marked by asterisks.

Scaling the Control Pl ane and Etcd
After deploying with this Quick Start, you must scale the Control Plane or replace a failed
master node. To repair or scale deployed clusters, see theOpenShift documentation .

Aut o Scaling

In this release,the Quick Start does not placethe OpenShift instancesinto Amazon Elastic
Compute Cloud (Amazon EC2)Auto Scaling groups. The number of masterinstances are
fixed at three (one per Availability Zone). Nodes can be set to a variable number andplaced
in an OpenShift-managed MachineSet per Availability Zone. Op enShift automatically
manages thescale-in and scale-out events of eachMachineSet . Dynamic scaling for worker
nodes can be cafigured through the OpenShift administrator interface.

For more information about configuring automatic scaling, see the OpenShift
documentation .

HTTPS/ Tk & ubnbgerre sis

There are several different deployment options that affect the final configuration of
HTTPS/TLS for the cluster. Note that the default OpenShift installation generates a TLS
certificate for its i ngress services using its internalcertificate authority (CA). Unless
explicitly added as a trusted CA, clients will not trust certificates created by your OpenShift
cluster.

The following are available options for this deployment:

91 Cluster -generated TLS o nly : If this parameter is blank, the Quick Start deploys
an OpenShift cluster that usesonly its internal CA -signed certificates.

1 Generated Amazon Certificate Manager (ACM) certificates : Supply a
domain name without an explicit certificate Amazon Resource Name ARN) to have
the Quick Start attempt to generate a certificate. This ACM certificateis valid and
signed by a trusted public CA. An AWS Application Load Balancerusesthe ACM
certificate and Domain Name System (DNS) for the *.apps wildcard record, which
must point to this load balancer.
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Note: The OAuth service requires a TCP massthrough ingress and camot use the
ACM certific ate.

1 Bringyouro wn ACM c ertificate:

9 Custom cluster ingress

certificate

This assumesthat certificates that match the
desired hostname are already created within ACM. The ARN for the certificate must
be provided as a parameter input.

- If a valid, trusted certificate is required for

services like OAuth, youmust supply your own ingress certificate and private key.
This loads the supplied certificate and private key into the OpenShift cluster as a

secret. For setting a default certificate, see the OpenShift documentation .
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AWS Service Broker

AWS Service Broker, which is an open-source project, exposes native AWS services to
application platforms and integrates with applications running in the platform. AWS
Service Broker integrations are natively available in Red Hat OpenShift.
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Figure 4: AWS Service Broker

AWS Service Broker is an implementation of the Open Service Broker APl On the
OpenShift platform , the Kubernetes Service Catalogorovides an intermediate layer that
allows users to deploy services using native manifests and the OpenShift graphical Ul.

AWS Service Broker supports a subset of AWS servicesincluding Amazon Relational
Database Service (AmazorRDS), Amazon EMR, Amazon DynamoDB, Amazon Simple
Storage Service (AmazonS3), and Amazon Simple Queue Service (Amazor5QS. For a full
list, see theAWS Service Broker documentation. The broker includes AWS CloudFormation
templates that manage infrastructure, resources, and build logic. These templates contain
both prescriptive and customizable parameter setsthat provide best practices for
production, test, and development environments.

Applications can consume or interact with these resourcesby using a set of values such as
endpoints and credentials, which are stored as OpenShift secrets though a process calling
binding. Binding allows developers to create microservices that consume AWS services
without knowledge or insight into the underlying resources.

To install the AWS Service Broker on OpenShift 4.3 seethe Getting Started Guide &
OpenShift.
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Speci ahowleddge

Before you deploy this Quick Start, we recommend that you becomefamiliar with t he
following AWS services. (If you are new to AWS, sedGetting Started with AWS.)

Amazon EBS
Amazon EC2
Amazon Lambda

Amazon Route 53

Amazon VPC

AWS Secrets Manager

AWS Certificate Manager (ACM)

= =4 A2 4 A4 4 -2

This Quick Start provides several deployment options:

1 Deploy OpenShift  Container Platform into a new VPC (end-to-end
deployment). This option builds a new AWS environment consisting of the VPC,
subnets, NAT gateways, security groups, and other infrastructure components, and
then deploys OpenShift Container Platform into this new VPC.

1 Deploy OpenShift Container Platform into an existing VPC . This option
provisions OpenShift Container Platform in your existing AWS infrastructure.

The Quick Start provides separate templates for these options. It also lets you configure
Classless InterDomain Routing (CIDR) blocks, instance types, andOpenShift Container
Platform settings, as discussed later in this guide.

Step gh. upiRedr Hiabtscsri pti on

This Quick Start requires a Red Hat account andvalid Red Hat subscription. During the
deployment of the Quick Start, you must provide your Red Hat Container Registry pull
secret, which is a JSONauthentication token. For more information, see Red Hat Container
Reqistry Authentication .
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|l f you dondét have a Rgstkrfdlane ondhe Red tiat websitey ou c an

Note : Registration may require a non-personal email address.

Create a new service accountUnder informat ion about the service account chooseDocker
Login and then view contents

Registry Service Accounts > trace3-ocp-lab4-2

Token Information

Token Information OpenShift Secret Docker Lagin Docker Configuration

Step 1: Download credentials configuration

Download trace3-ocp-lab4-2-auth.json or view its contents

{
"auths": {
"registry.redhat.io": {
"auth”: "MTMyMzcENTV8dHJIhY2UzLW9jcClsYWIOLTIEZXIKaGJHYZ2IPaUpTVXpVeEIpSikuZXIKemRXSWIPaUpsTWIJMkOETXhOROQITVR|MFIgSXdZVEOQ

4
}
}

Step 2: Write configuration to disk

Important : This Quick Start allocates from your subscription entitlements. Before
you usethis Quick Start, ensurethatyoud on 6t r e mo enditlemeatg fiomr e d
your compgolanyo6s

Note: After you finish with Subscription Manager and your instances have been
shut down, we recommend that you go to your Red Hat account portal to ensure that
your hosts and subscription entitlements have beenremoved.

St €€p Pr e aX\VeS c auon t

1.1 f you don 0 tanAWS acecurd greate ane athttps://aws.amazon.com by
following the on -screen instructions.

2. Use the Region selector in the navigation bar to choose the AWS Region where you want
to deploy OpenShift Container Platform on AWS.

3. Create akey pair in your preferred R egion.

aws
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4. If necessary,request aquota increasefor the Amazon EC2 M4 instance type. You might
do this if you have an existing deployment that uses this instance typeand you exceed
the service quota with this reference deployment.

Step Baun@Qui c¢kheSt art

Note : You are responsible for the cost of the AWS services usewhile running this
Quick Start reference deployment. There is no additional cost for using this Quick
Start. For full details, see the pricing pages for each AWS service yowse. Prices are
subject to change.

1. Choose one of the following options to launch the AWS CloudFormation template into
your AWS account. For helpwith choosing an option, seedeployment options.

Important : Before you launch this Quick Start, ensure that you have a delegated
domain that is publicly resolvable.

Option 1 Option 2
Deploy OpensShift ~ Container Deploy OpenShift Container
Platform into a new VPC Platform into an existing VP C

Important : If you deploy OpenShift into an existing VPC, ensure that your VPC has
three private subnets in different Availability Zones for the OpenShift instances.
These subnets requireNAT gateways or NAT instancesin their route tables, to allow
the instances to download packages and softwae without exposing them to the
internet. You must also configure the domain in the DHCP options, as explained in
the Amazon VPC documentation. When you launch the Quick Start, it promp ts you
for your VPC settings.

Each deployment takesabout 1.5hours to complete.

2. ChecktheRegi on t hat 6s di sright @yer of thé mavigatiorebarpuapdp e r
change it if necessary. This is where the network infrastructure for OpenShift is built.
The template is launched in the USEast (Ohio) Region by default.

3. Onthe Select Template page, keep the default setting for the template URL, and then
chooseNext .
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4. On the Specify Details

page,change the stack name if needed. Review the parameters
for the template. Provide values for the parameters that require input. For all other
parameters, review the default settings and customize them as necessary. When you
finish reviewing and customizing the parameters, choose Next .

In the following tables, parameters are listed by categoryand described separately for
the two deployment options:

¢ Parameters for deploying OpenShift Container Platform into a new VPC

¢ Parameters for deploying OpenShift Container Platform into an existing VPC

Option 1: Parameters for deploying OpenShift into a new VPC
View template
VPC network configuration

Parameter label Default Description

(name)

Availability Zones
(AvailabilityZones)

Requires input

Availability Zones to use for the VPCsubnets. The Quick Start
usesthree Availability Zones from your list .

VPC CIDR 10.0.0.0/16 CIDR block for the VPC.

(VPCCIDR)

Private subnet 1 CIDR 10.0.0.0/19 CIDR block for the private subnet located in Availability
(PrivateSubnet1CIDR) Zone 1

Private subnet 2 CIDR 10.0.32.0/19 CIDR block for the private subnet located in Availability
(PrivateSubnet2CIDR) Zone 2.

Private subnet 3 CIDR 10.0.64.0/19 CIDR block for the private subnet located in Availability

(PrivateSubnet3CIDR)

Zone 3.

Public subnet 1 CIDR
(PublicSubnet1CIDR)

10.0.128.0/20

CIDR block for the public (DMZ) subnet located in Availability
Zone 1.

Public subnet 2 CIDR
(PublicSubnet2CIDR)

10.0.144.0/20

CIDR block for the public (DMZ) subnet located in Av ailability
Zone 2.

Public subnet 3 CIDR
(PublicSubnet3CIDR)

10.0.160.0/20

CIDR block for the public (DMZ) subnet located in Availability
Zone 3.

Allowed external
access CIDR (OCP Ul)
(RemoteAccessCIDR)

Requires input

CIDR IP range that is permitted to accessthe OpenShift
Container Platform (OCP) user interface. We recommend that
you set this value to a trusted IP range. For example, you
might want to grant only your corporate network access to the
software.

Pagel3of 31
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Parameter label
(name)

Default

Description

Allowed external
access CIDR (OCP
Router)
(ContainerAccessCIDR)

Requires input

CIDR IP range that is permitted to accessapplications hosted
in OpenShift. We recommend that you set this value to a
trusted IP range. For example, you might want to grant only
your corporate network access to the software.

DNS configuration :

Parameter label Default Description

(name)

Domain name Optional Domain name to use for the cluster. This must be an existing,

(DomainName) publicly resolvable domain.If you dondét speci
the Route 53 Hosted Zone ID parameter, you must have
access to the email addstaetsfs ¢
authority ( SOA) record and accept the ACM validation email
that is sent during the deployment. For more inform ation, see
Using Email to Validate Domain Ownership . If you leave this
parameter blank, the cluster uses the auto-generated Elastic
Load Balancer hostname and selfsigned certificates.

Route 53 hosted zone Optional Amazon Route 53 hosted zone ID to use. If you leave this

ID parameter blank, the Quick Start configure s Route 53, and you

(HostedZonelD) must set up the Domain Name System ONS) manually, as
described in step 4. Use this parameter only if you specified a
domain name in the Domain Name parameter.

Subdomain prefix Optional Subdomain to use for the cluster master and application

(SubDomainPrefix) wildcard r ecords. Use this parameteronly if you specified a
zone D for the parent domain in the Route 53 Host Zone
ID parameter. The zone must not exist because the Quick
Start creates it for you. If you leave this parameter blank, the
domain nameis used without a prefix.

Certificate ARN Optional Amazon Resource Name (ARN) of the certificate thatis

(CertificateArn) presented.

Cluster ingress Optional ACM ARN for a SSL Certificate to import into the default

certificate ARN OpenShift ingress. This certificate must be signed for your

(ClusterIngresscCertificate cluster's wildcard domain. It requires

Arn) ClusteringressPrivateKeySecretName

Cluster ingress private Optional AWS Secrets Manager name for the SL private key for the

key secret name
(ClusteringressPrivateKey
SecretName)

Cluster Ingress certificate in ACM. If provided, the Quick Start
loads your Certificate and Key into the OpensShift cluster. The
secret value must be PEM encoded.
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dws


https://docs.aws.amazon.com/acm/latest/userguide/gs-acm-validate-email.html

Amazon Web ServicesRed Hat OpenShift Container Platfoomthe AWS Cloud

Amazon EC2 configuration :

Parameter label Default
(name)

Description

SSH key name

Requires input

Public/private key pair, which allows you to connect securely

(KeyPairName) to your instance after it launches. When you created an AWS
account, this is the key pair you created in your preferred
Region. All instances launch with this key pair.

AMI ID Optional ID of a custom AMI. If provided, this AMI is used instead of

(Amild ) the official Red Hat Linux AMI.

OpenShift hosts configuration :

Parameter label Default Description
(name)
Nodes instance type m4.xlarge EC2 instance type for the OpenShift node instances.

(NodeslnstanceType)

Number of masters 3 The number of OpenShift master instances to provision. This
(NumberOfMaster) deployment requires three OpenShift master instances
Number of nodes 3 The number of OpenShift node instancesto provision. You can
(NumberOfNodes) chooseany number of instances.
If the number of node instances exceeds your Red Hat
entitlement lim its or AWS instance limits, the stack will fail .
Choose a number that is within your limits.
Master instance type m4.xlarge EC2 instance type for the OpenShift masterinstances.

(MasterlnstanceType)

OpenShift configuration :
Parameter label Default Description
(name)
OpenS hift container 4.3 The version of OpenShift to deploy . This Quick Start currently
platform version supports only versions 3.11 and 4.3.
(OpenshiftContainer

PlatformVersion)

Cluster name Optional
(ClusterName)

The custom cluster name for kubernetes.io/cluster/ tags. If left
blank, the Quick Start uses the stack name suffixed with the
AWS Region.

OpenShift v4 configuration :
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Parameter label (name) Default Description
AWS Service Broker Enabled For OpenShift 3.x installs only. Setthis parameter to

(AWSServiceBroker) Disabled i f you donét want to u
which provides a seamless integration with applications
running in OpenShift. For more information, see AWS
Service Broker earlier in this guide.

Pull secret Requires input Your Red Hat Service Acount Pull Secret, from step 1

(PullSecret)

Master instance profile Optional Provide an IAM Instance profile name to use for control
name plane nodes. If left blank, OpenShift configures a new IAM
(MasterInstanceProfileName) instance profile for you

(GlusterStoragelops)

Worker instance profile Optional Provide an IAM Instance profile name to use for control

name plane nodes. If left blank, OpenShift configures a new 1AM

(WorkerlInstanceProfileNAme) instance profile for you

OpenShift v3 configuration :

Parameter label Default Description

(name)

AWS Service Broker Enabled For OpenShift 3.x installs only. Set this parameter to

(AWSServiceBroker) Disabled i f you dondt want to use
provides a seamless integration with applications running in
OpenShift. For more information, see AWS Service Broker
earlier in this guide.

Hawkular  metrics Enabled For OpenShift 3.x installs only. Set this parameter to

(HawkularMetrics) Disabled to disable cluster metrics provided by Hawkular.

Get Ansible from Git False For OpenShift 3.x installs only. Set this parameter to True to

(AnsibleFromGit) fetch the openshift-ansible installation playbooks from Git
instead of from RPM.

Gluster FS Disabled For OpenShift 3.x installs only. Set this parameter to

(GlusterFS) Enabled if you want to deploy a GlusterFS cluster that
provides read-write -many (RWX) persistent storage for the
cluster.

Gluster storage size 1000 For OpenShift 3.x installs only. Size, in GB, of the available

(GlusterStorageSize) storage. (This Quick Start creates 3 EBS volumes of this size.)
This parameter is applicable only if GlusterFS is enabled.

Gluster EBS volume iol For OpenShift 3.x installs only. The EBS volume type to use

type for GlusterFS storage. You can choose Provisioned IOPS SSD

(GlusterStorageType) (iol), General Purpose SSD ¢p2), or Throughput Optimized
HDD (stl ). This parameter is applicable only if GlusterFS is
enabled.

Gluster storage lops 3000 For OpenShift 3.x installs only. The EBS volume IOPS to

allocate. This parameter is applicable only if GlusterFS is
enabled and the Gluster storage type is set tdol .
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Parameter label Default Description

(name)

Gluster storage False For OpenShift 3.x installs only. Set this parameter to True to
encrypted enable EBS encryption for Gluster storage volumes. This
(GlusterStorageEncrypted) parameter is applicable only if GlusterFS is enabled.

Gluster instance type i3.large For OpenShift 3.x installs only. The EC2 instance type for the
(GlusterinstanceType) GlusterFS instances. This parameter is applicable only if

GlusterFS isenabled.

Number Of Gluster 3 For OpenShift 3.x installs only. The number of GlusterFS

hosts instances. This deployment requires a minimum of 3 Gluster

(NumberOfGluster) instances. This parameter is applicable only if GlusterFS is
enabled.

OpenShift  Automation Enabled For OpenShift 3.x installs only. Set this parameter to

Broker Disabled i f you dondt vOpam$hiftt o s et

(AutomationBroker) Automation Broker .

Number of Etcds 3 For OpenShift 3.x installs only. The number of OpenShift

(NumberOfEtcd) etcd instances to provision. This deployment requires three

OpensShift etcd instances.

Etcd instance type m4.xlarge For OpenShift 3.x installs only. EC2 instance type for the
(EtcdInstanceType) OpenShift etcd instances.

OpenShift Ul Requires input For OpenShift 3.x installs only. The password for the
password OpensShift Administration Ul. The password must contain at
(OpensShiftAdmin least 8 characters, including letters (with a minimum of one
Password) capital letter), numbers, and symbols.

OpenShift v3 Red Hat subscription information

Parameter label Default Description

(name)

Red Hat subscription Requires input For OpenShift 3.x installs only. Your Red Hat (RHN) user
user name name, from step 1

(RedhatSubscription

UserName)

Red Hat subscription Requires input For OpenShift 3.x installs only. Your Red Hat (RHN)
password password, from step 1

(RedhatSubscription

Password)

Red Hat pool 1D Requires input For OpenShift 3.x installs only. Your Red Hat (RHN)
(RedhatSubscription subscription pool ID, from step 1

PoollD)
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AWS Quick Start configuration :

Parameter label Default Description

(name)

Quick Start S3  bucket aws-quickstart S3 bucketwhere the Quick Start templates and scripts are

name installed. Youcans peci fy the S3 bucket
(QSS3BucketName) for your copy of Quick Start assets if you decide to customize

or extend the Quick Start for your own use. The bucket name
can include numbers, lowercaseor uppercaseletters, and
hyphens, but should not start or end with a hyphen.

Quick Start S3  key quickstart -redhat- S3 key name prefixused to simulate afolder for your copy of

prefix openshift/ Quick Start assets if you decide to customize or extend the

(QSS3KeyPrefix) Quick Start for your own use. This prefix can include numbers,
lowercase letters, uppercase letters, hyphens, and forward
slashes.

1 Option 2: Parameters for deployin g OpenShift into an existing VPC

View template

Network configuration :

Parameter label Default Description

(name)

Availability Zones Requires input List of Availability Zones to use for the subnets in the VPC. The
(AvailabilityZones) Quick Start uses three Availability Zones from your list.

VPC ID Requires input ID of your existing VPC (e.g., vpc0343606e).

(VPCID)

VPC CIDR 10.0.0.0/16 CIDR block for the VPC.

(VPCCIDR)

Private subnet 11D Requires input ID of the private subnet in Availability Zone 1 in your existing
(Private Subnet1ID) VPC (e.g., subneta0246dcd).

Private subnet 21D Requires input ID of the private subnet in Availability Zone 2 in your existing
(Private Subnet2ID) VPC (e.g.,subnet-b58c3d67).

Private subnet 31D Requires input ID of the private subnet in Availability Zone 3 in your existing
(Private Subnet3ID) VPC (e.g.,subnet-b1f4a2cd).

Public subnet 11D Requires input ID of the public subnet in Availability Zone 1 in your existing
(PublicSubnet1ID) VPC (e.g., subnet9bc642ac).

Public subnet 21D Requires input ID of the public subnet in Availability Zone 2 in your existing
(Public Subnet2ID) VPC (e.g.,subnet-e3246d8e).

Public subnet 3 ID Requires input ID of the public subnet in Availability Zone 3 in your existing
(Public Subnet3ID) VPC (e.g.,subnet-e3246d7f).
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Parameter label
(name)

Default

Description

Allowed external
access CIDR (OCP UI)
(RemoteAccessCIDR)

Requires input

CIDR IP range that is permitted to accessthe OpenShift
Container Platform (OCP) user interface. We recommend that
you set this value to a trusted IP range. For example, you
might want to grant only your corporate network access to the
software.

Allowed external
access CIDR (OCP
Router)
(ContainerAccessCIDR)

Requires input

CIDR IP range that is permitted to accessapplications hosted
in OpenShift. We recommend that you set this value to a
trusted IP range. For example, you might want to grant only
your corporate network access to the software.

DNS configuration :

Parameter label (hame)

Default

Description

Domain name
(DomainName)

Optional

Domain name to use for the cluster. This must be an
existing, publicly resolv
specify a zone ID for the Route 53 Hosted Zone ID
parameter, you must have access to the email address
defined in the domainds s
and accept the ACM validation email that is sent

during the creation of the Quick Start. For more
information, see the ACM documentation. If you leave
this parameter blank, the cluster uses the auto-
generated Elastic Load Balancer host name and self
signed certificates.

Route 53 hosted zone ID
(HostedZonelD)

Optional

Amazon Route 53 hosted zone ID to use. If you leave
this parameter blank, the Quick Start doesnot
configure Route 53, and you must set up the Domain
Name System (DNS) manually, as described instep 4.
Use this parameter only i
name in the Domain Name parameter.

Subdomain prefix
(SubDomainPrefix)

Optional

Subdomain to use for the cluster master and
application wildcard records. Use this parameter only
if youobve specified a zon
the Route 53 Host Zone ID  parameter. The zone
must not exist because the Quick Start creates it for
you. If you leave this parameter blank, the domain
name is used without a prefix.

Certificate ARN
(CertificateArn)

Optional

Amazon Resource Name (ARN) of the certificate that
is presented.
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Parameter label (hame) Default Description
Cluster ingress certificate ARN Optional ACM ARN for a SSL Certificate to import into the
(ClusterIngressCertificateArn) default OpenShift ingress.

Must be certificate signed for your cluster's wildcard
domain. It requires
ClusteringressPrivateKeySecretName

Cluster ingress private key secret Optional AWS Secrets Manager name for the SSlprivate key for
name the cluster ingress certificate in ACM. If provided, the
(ClusterIingressPrivateKeySecretName) Quick Start load s your certificate and key into the

OpenShift cluster. Secret value must be PEM encded.

Amazon EC2 configuration :

Parameter label Default Description

(name)

SSH key name Requires input Key pair that allows you to connect securely to your instance
(KeyPairName) after it launches. When you created an AWS account, this is

the key pair you created in your preferred Region. All
instances launch with this key pair.

AMI ID Optional ID of a custom AMIL. If provided, this AMI is used instead of
(Amild) the official Red Hat Linux AMI.

OpenShift hosts configuration :

Parameter label Default Description
(name)
Nodes instance type m4.xlarge EC2 instance type for the OpenShift node instances.

(NodesInstanceType)

Number of masters 3 The number of OpenShift master instances to provision. This
(NumberOfMaster) deployment requires three OpenShift master instances.
Number of nodes 3 The number of OpenShift node instances to provision. You can
(NumberOfNodes) choose any number of instances.

If the number of node instances exceeds your Red Hat
entitlement limits or AWS instance limits, the stack wil | fail.
Choose a number that is within your limits.

Master instance type m4.xlarge EC2 instance type for the OpenShift master instances.
(MasterInstanceType)
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OpenShift configuration :
Parameter label Default Description
(name)
OpensS hift container 4.3 Version of OpenShift to deploy. This Quick Start currently
platform version supports only versions 3.11 and 4.3.
(OpenshiftContainer
PlatformVersion)
Cluster name Optional Custom cluster name for kubernetes.io/cluster/ tags. If left
(ClusterName) blank, the Quick Start uses the stack name suffixed with the
AWS Region.
OpensShift v4 configuration :
Parameter label (hame) Default Description
AWS Service Broker Enabled For OpenShift 3.x installs only. Set this parameter to
(AWSServiceBroker) Disabled i f you donét want to wu

which provides a seamless integration with applications
running in OpenShift. For more information, see AWS
Service Brokerearlier in this guide.

Pull secret Requires input Your Red Hat Service Acount Pull Secret, from step 1
(PullSecret)

Master instance profile Optional Provide an IAM Instance profile name to use for control
name plane nodes. If left blank, OpenShift configures a new 1AM
(MasterInstanceProfileName) instance profile for you
Worker instance  profile Optional Provide an IAM Instance profile name to use for control
name plane nodes. If left blank, OpenShift configures a new IAM
(WorkerlnstanceProfileNAme) instance profile for you

OpensShift v3 configuration :
Parameter label Default Descri ption
(name)
AWS Service Broker Enabled For OpenShift 3.x installs only. Set this parameter to
(AWSServiceBroker) Disabled i f you dondt want to use

provides a seamless integration with applications running in
OpensShift. For more information, see AWS Service Broker
earlier in this guide.

Hawkular  metrics Enabled For OpenShift 3.x installs only. Set this parameter to
(HawkularMetrics) Disabled to disable cluster metrics provided by Hawkular.
Get Ansible from Git False For OpenShift 3.x installs only. Set this parameter to True to
(AnsibleFromGit) fetch the openshift-ansible installatio n playbooks from Git

instead of from RPM.
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Parameter label Default Descri ption

(name)

Gluster FS Disabled For OpenShift 3.x installs only. Set this parameter to

(GlusterFs) Enabled if you want to deploy a GlusterFS cluster that
provides read-write -many (RWX) persistent storage for the
cluster.

Gluster storage size 1000 For OpenShift 3.x installs only. Size, in GB, of the available

(GlusterStorageSize) storage. (The Quick Start creates 3 EBS volumes of this size.)
This parameter is applicable only if GlusterFS is enabled.

Gluster EBS volume iol For OpenShift 3.x installs only. The EBS volume type to use

type for GlusterFS storage. You can choose Provisioned IOPS SSD

(GlusterStorageType) (iol), General Purpose SSD ¢p2), or Throughput Optimized
HDD (stl ). This parameter is applicable only if GlusterFsS is
enabled.

Gluster storage IOPS 3000 For OpenShift 3.x installs only. The EBS volume IOPS to

(GlusterStoragelops) allocate. This parameter is applicable only if GlusterFsS is
enabled and the Gluster storage type is set tdol .

Gluster storage False For OpenShift 3.x installs only. Set this parameter to True to

encrypted enable EBS encryption for Gluster storage volumes. This

(GlusterStorageEncrypted) parameter is applicable only if GlusterFS is enabled.

Gluster instance type i3.large For OpenShift 3.x installs only. The EC2 instance type for the

(GlusterInstanceType) GlusterFS instances. This parameter is applicable only if
GlusterFS is enabled.

Number Of Gluster 3 For OpenShift 3.x installs only. The number of GlusterFS

hosts instances. This deployment requires a minimum of 3 Gluster

(NumberOfGluster) instances. This parameter is applicable only if GlusterFS is
enabled.

OpenShift Automation Enabled For OpenShift 3.x installs only. Set this parameter to

Broker Disabl edi f you dondt vOpam$hiftit o s et

(AutomationBroker) Automation Broker .

Number of Etcds 3 For OpenShift 3.x installs only. The number of OpenShift

(NumberOfEtcd) etcd instances to provision. This deployment requires three
OpensShift etcd instances.

Etcd instance type m4.xlarge For OpenShift 3.x installs only. EC2 instance type for the

OpenShift Ul
password
(OpenShiftAdmin
Password)

Requires input

For OpenShift 3.x installs only. The password for the
OpenShift Administration Ul. The password must contain at
least 8 characters, including letters (with a minimum of one

capital letter), numbers, and symbols.
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OpenShift v3 Red Hat subscription information

Parameter label Default Description

(name)

Red Hat subscription Requires input For OpenShift 3.x installs only. Your Red Hat (RHN) user
user name name, from step 1

(RedhatSubscription

UserName)

Red Hat subscription Requires input For OpenShift 3.x installs only. Your Red Hat (RHN)
password password, from step 1

(RedhatSubscription

Password)

Red Hat pool 1D Requires input For OpenShift 3.x installs only. Your Red Hat (RHN)
(RedhatSubscription subscription pool ID, from step 1

PoollD)

AWS Quick Start configuration :

Parame ter label Default Description

(name)

Quick Start S3  bucket aws-quickstart S3 bucket where the Quick Start templates and scripts are
name installed. You can specify tfF
(QSS3BucketName) for your copy of Quick Start assets, ifyou decide to customize

or extend the Quick Start for your own use. The bucket name
can include numbers, lowercase or uppercase letters, and
hyphens, but should not start or end with a hyphen.

Quick Start S3  key quickstart -redhat- S3 key name prefixused to simulate a folder for your copy of

prefix openshift/ Quick Start assets, if you decide to customize or extend the

(QSS3KeyPrefix) Quick Start for your own use. This prefix can include numbers,
lowercase letters, uppercase letters, hyphens, and forward
slashes.

5. On the Options page, you canspecify tags(key-value pairs) for resources in your stack
and set advanced optons When youor e€Nexttione, choose

6. On the Review page, review and confirm the template settings. Under Capabilities
select the check box to acknowledge that the template creats IAM resources.

7. ChooseCreate to deploy the stack.

8. Monitor the status of the stack. When the status is CREATE_COMPLETE |, the
OpenShift Container Platform cluster is ready.

9. Use the URLs displayed in theOutputs tab for the stack to view the created resources.
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Step 4p PN

Note : Skip this step if you provided a Route 53 hosted zone ID by using the
HostedZonelD parameterinstep3, or 1 f y o uadbmahma@meinghe ovi de
DomainNamgarameter in step 3.

If you are managing your DNS with a DNS service other than Route 53, orif you opted to
set up DNS manually, you must create the following DNS records:

api.<ClusterName>.<SubDomainPrefix>.<DomainName> CNAME <OpenShiftMasterELB-
DNSName>

*.apps.<ClusterName>.<SubDomainPrefix>.<DomainName> CNAME
<ContainerAccessELB-DNSName>

SubDomainPrefix and DomainNameefer to the parameter settings from step 3.To retrieve
the DNS names forOpenShiftMasterELB and ContainerAccessELB , open the Amazon EC2
console, chooselLoad Balancers , and then select theload balancer from the list.

If you left the SubDomainPrefix parameter blank, the record names must be created sing
only the value provided for the DomainNamgarameter.

Important : If you specified a domain name for the DomainNamegarameter in step 3,
you must have a delegated domain that ispublicly resolvable.

St &pfest the Depl oyment
Verify that OpenShift services are running

1. OpenShift components are deployed into multiple private subnets. You can accesshe
OpenShift web console by using the OpenShiftMasterELB on port 443 and using
hostname

console - openshift - console.apps.<ClusterName>.<Domain>

Install the OpenShift CLI tool for your platform . For more information, see Installing
the CLI by downloading the binary .

2. Log in to your AWS account to retrieve the generatedKubeConfig . Navigate to AWS
Secrets Manager and search for your cluster name. There will be a secret with the suffix
fkubeconfig.o
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& console.aws.amazon.com

Services v Resource Groups v *

AWS Secrets Manager Secrets

Secrets

Secrets

Q openshift4-useast X

Secret name Description

openshift4-useast1-zzzc7-kubeconfig Kubeconfig for cluster/openshift4-useast1-zzzc7

openshift4-useast1-zzzc7-kubeadmin Kube Admin Password for clusteropenshift4-useast1-zzzc7

3. Choosethe secret name and scroll downto Retrieve s ecret value .

Tags

Q
Key v Value v
kubernetes.io/cluster/openshift4-useast1-zzzc7 owned

\.

Rotation configuration info

Rotation status
Disabled

Secret value info

| Retrieve secret value ‘
Retrieve and view the secret value

Ratatinn Intarual

4. Save theKubeConfig secret value to a file on your computer by copypasting the value
from the Console or following the instructions on the details page.
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5. The KubeConfig secretisc al | ed Ak 0 b & soe clidninfm step 1 to check the
health of the cluster.

oc Zconfig=kubeconfig get clusteroperators

6. Checkthec o mma n d 6 s Allofuhe pluster operators should list False under
AVAILABLE and DEGRADED

$ oc --config=kubeconfig get clusteroperators

NAME VERSION AVAILABLE PROGRESSING DEGRADED SINCE
authentication 4.3.21 True False False 36h
cloud-credential ok True False False 37h
cluster-autoscaler W21 True False False 37h
console W21 True False False 35h
dns W21 True False False 37h
image-registry G20 True False False 37h
ingress w21 True False False 36h
insights w2 True False False 37h
kube-apiserver ol True False False 37h
kube-control ler-manager W21 True False False 37h
kube-scheduler W21 True False False 37h
machine-api W21 True False False 37h
machine-config 21 True False False 37h
marketplace 21 True False False 37h
monitoring 21 True False False 37h
network 21 True False False 37h
node-tuning W21 True False False 37h
openshift-apiserver 20 True False False 37h
openshift-controller-manager 20 True False False 37h
openshift-samples W21 True False False 37h
operator-1ifecycle-manager w21 True False False 37h
operator-1ifecucle-manager-catalog W21 True False False 37h
operator-1ifecuycle-manager-packageserver W21 True False False 18h
service-ca W21 True False False 37h
service-catalog-apiserver G20 True False False 37h
service-catalog-control ler-manager G20 True False False 37h
storage w21 True False False 37h

ST S S . ST ST o AT S o SRR SR SRR o ST S SR ST "SRR o ST SR SRR . ST o ST S . S ST ST . S 3
Wowowowowowwoowowowwowwowowoowowowowowwwwaw

7. To retrieve all of the available applications and their public URLS, run the following
command.

oc i config=kubeconfig get routes i all-namespaces

8. Use the output from the get routes command to access applications like OAuth,
Grafana, Prometheus, and the Admin Web Console

$ oc --config=kubeconfig get routes --all-namespaces

NAMESPACE NAME HOST/PORT

openshift-authentication oauth-openshift oauth-openshift.apps.openshift4-useastl,t3-0sqs43.openshift.ausworkshop.io
openshift-console console console-openshift-console.apps.openshift4-useastl.t3-0sqs43. openshift.awsworkshop.io

openshift-console downloads downloads-openshift-console.apps.openshift4-useastl.t3-0sqs43 . openshift.awsworkshop.io
openshift-monitoring alertmanager-main alertmanager-main-openshift-monitoring.apps.openshiftd-useastl.t3-0sqs43.openshift.awsworkshop.io
openshift-monitoring grafana grafana-openshift-monitoring.apps.openshiftd-useastl.t3-0sqgs43.openshift.awsworkshop.io
openshift-monitoring prometheus-kBs prometheus-kBs-openshift-monitoring.apps.openshift4-useastl.t3-0sqs43.openshift.awsworkshop.io
openshift-monitoring thanos-querier thanos-querier-openshift-monitoring.apps.openshift4-useastl.t3-0sqs43.openshift.awsworkshop.io
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Connect to the OpenShift web console

1. Openthe AWS CloudFormation console and choosethe OpenShift stack.

Figure 5: OpenShift stack and console link

2. Point your browser to the value for the OpenShiftul key to connect to the console.

3. Ify ou dsetdimRoute 53 and ACM, accept the selfsigned certificate warnings (there
are a few redirects on the initial connection) to reach the OpenShift user interface.

Note : Use the default user name kubeadmin, and enter the password located in
Secrets Manager The secret namestarts with the cluster name and ends with
kubeadmin.

After you log in, you are directed to the main Dashboard screen, as shown in figure 6.
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